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6 The Numbers Don’t Speak for Themselves

Principle: Consider Context

Data feminism asserts that data are not neutral or objective. They are the products of unequal
social relations, and this context is essential for conducting accurate, ethical analysis.

In April 2014, 276 young women were kidnapped from their high school in the town
of Chibok in northern Nigeria. Boko Haram, a militant terrorist group, claimed respon-
sibility for the attacks. The press coverage, both in Nigeria and around the world, was
fast and furious. SaharaReporters.com challenged the government’s ability to keep its
students safe. CNN covered parents’ anguish. The Japan Times connected the kidnap-
pings to the increasing unrest in Nigeria’s northern states. And the BBC told the story
of a girl who had managed to evade the kidnappers. Several weeks after this initial
reporting, the popular blog FiveThirtyEight published its own data-driven story about
the event, titled “Kidnapping of Girls in Nigeria Is Part of a Worsening Problem.”
The story reported skyrocketing rates of kidnappings. It asserted that in 2013 alone
there had been more than 3,608 kidnappings of young women. Charts and maps
accompanied the story to visually make the case that abduction was at an all-time high
(figure 6.1).

Shortly thereafter, the news website had to issue an apologetic retraction because
its numbers were just plain wrong. The outlet had used the Global Database of Events,
Language and Tone (GDELT) as its data source. GDELT is a big data project led by com-
putational social scientist Kalev Leetaru. It collects news reports about events around
the world and parses the news reports for actors, events, and geography with the aim of
providing a comprehensive set of data for researchers, governments, and civil society.
GDELT tries to focus on conflict—for example, whether conflict is likely between two
countries or whether unrest is sparking a civil war—by analyzing media reports. How-
ever, as political scientist Erin Simpson pointed out to FiveThirtyEight in a widely cited
Twitter thread, GDELT'’s primary data source is media reports (figure 6.2).> The project is
not at a stage at which its data can be used to make reliable claims about independent
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Abduction Trends
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Figure 6.1

In 2014, FiveThirtyEight erroneously charted counts of “daily kidnappings” in Nigeria. The news
site failed to recognize that the data source it was using was not counting events, but rather media
reports about events. Or some events and some media reports. Or it was counting something, but
we are still not sure what. Image by FiveThirtyEight.

cases of kidnapping. The kidnapping of schoolgirls in Nigeria was a single event. There
were thousands of global media stories about it. Although GDELT de-duplicated some
of those stories to a single event, it still logged, erroneously, that hundreds of kidnap-
ping events had happened that day. The FiveThirtyEight report had counted each of
those GDELT pseudoevents as a separate kidnapping incident.

The error was embarrassing for FiveThirtyEight, not to mention for the reporter, but it
also helps to illustrate some of the larger problems related to data found “in the wild.”
First, the hype around “big data” leads to projects like GDELT wildly overstating the
completeness and accuracy of its data and algorithms. On the website and in publica-
tions, the project leads have stated that GDELT is “an initiative to construct a catalog
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Figure 6.2
Two tweets by Erin Simpson in response to FiveThirtyEight's erroneous interpretation of the GDELT
dataset. Tweets by Erin Simpson on May 13, 2014.

of human societal-scale behavior and beliefs across all countries of the world, connect-
ing every person, organization, location, count, theme, news source, and event across
the planet into a single massive network that captures what’s happening around the
world, what its context is and who's involved, and how the world is feeling about it,
every single day.”* That giant mouthful describes no small or impotent big data tool. It
is clearly Big Dick Data.

Big Dick Data is a formal, academic term that we, the authors, have coined to denote
big data projects that are characterized by masculinist, totalizing fantasies of world
domination as enacted through data capture and analysis. Big Dick Data projects
ignore context, fetishize size, and inflate their technical and scientific capabili’(ies.4
In GDELT’s case, the question is whether we should take its claims of big data at face
value or whether the Big Dick Data is trying to trick funding organizations into giving
the project massive amounts of research funding. (We have seen this trick work many

times before.)
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The GDELT technical documentation does not provide any more clarity as to
whether it is counting media reports (as Simpson asserts) or single events. The data-
base FiveThirtyEight used is called the GDELT Event Database, which certainly makes
it sound like it’s counting events. The GDELT documentation states that “if an event
has been seen before it will not be included again,” which also makes it sound like it’s
counting events. And a 2013 research paper related to the project confirms that GDELT
is indeed counting events, but only events that are unique to specific publications. So
it’s counting events, but with an asterisk. Compounding the matter, the documenta-
tion offers no guidance as to what kinds of research questions are appropriate to ask the
database or what the limitations might be. People like Simpson who are familiar with
the area of research known as event detection, or members of the GDELT community,
may know to not believe (1) the title of the database, (2) the documentation, and (3)
the marketing hype. But how would outsiders, let alone newcomers to the platform,
ever know that?

We've singled out GDELT, but the truth is that it’s not very different from any num-
ber of other data repositories out there on the web. There are a proliferating number
of portals, observatories, and websites that make it possible to download all manner of
government, corporate, and scientific data. There are APIs that make it possible to write
little programs to query massive datasets (like, for instance, all of Twitter) and down-
load them in a structured way.® There are test datasets for network analysis, machine
learning, social media, and image recognition. There are fun datasets, curious datasets,
and newsletters that inform readers of datasets to explore for journalism or analysis.®
In our current moment, we tend to think of this unfettered access to information as an
inherent good. And in many ways, it is kind of amazing that one can just google and
download data on, for instance, pigeon racing, the length of guinea pig teeth, or every
single person accused of witchcraft in Scotland between 1562 and 1736—not to men-
tion truckloads and truckloads of tweets.”

And though the schooling on data verification received by FiveThirtyEight was rightly
deserved, there is a much larger issue that remains unaddressed: the issue of context.
As we've discussed throughout this book, one of the central tenets of feminist thinking
is that all knowledge is situated. A less academic way to put this is that context matters.
When approaching any new source of knowledge, whether it be a dataset or dinner
menu (or a dataset of dinner menus), it’s essential to ask questions about the social,
cultural, historical, institutional, and material conditions under which that knowledge
was produced, as well as about the identities of the people who created it.* Rather than
seeing knowledge artifacts, like datasets, as raw input that can be simply fed into a
statistical analysis or data visualization, a feminist approach insists on connecting data
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back to the context in which they were produced. This context allows us, as data sci-
entists, to better understand any functional limitations of the data and any associated
ethical obligations, as well as how the power and privilege that contributed to their
making may be obscuring the truth.

Situating Data on the Wild Wild Web

The major issue with much of the data that can be downloaded from web portals or
through APIs is that they come without context or metadata. If you are lucky you
might get a paragraph about where the data are from or a data dictionary that describes
what each column in a particular spreadsheet means. But more often than not, you get
something that looks like figure 6.3.

The data shown in the figure—open budget data about government procurement in
Sdo Paulo, Brazil—do not look very technically complicated. The complicated part is
figuring out how the business process behind them works. How does the government
run the bidding process? How does it decide who gets awarded a contract? Are all the
bids published here, or just the ones that were awarded contracts? What do terms like
competition, cooperation agreement, and terms of collaboration mean to the data publisher?
Why is there such variation in the publication numbering scheme? These are only a
few of the questions one might ask when first encountering this dataset. But with-
out answers to even some of these questions—to say nothing of the local knowledge
required to understand how power is operating in this particular ecosystem—it would
be difficult to even begin a data exploration or analysis project.

This scenario is not uncommon. Most data arrive on our computational door-
step context-free. And this lack of context becomes even more of a liability when
accompanied by the kind of marketing hype we see in GDELT and other Big Dick
Data projects. In fact, the 1980s version of these claims is what led Donna Haraway
to propose the concept of situated knowledge in the first place.” Subsequent feminist
work has drawn on the concept of situated knowledge to elaborate ideas about ethics
and responsibility in relation to knowledge-making.'’ Along this line of thinking, it
becomes the responsibility of the person evaluating that knowledge, or building upon
it, to ensure that its “situatedness” is taken into account. For example, information
studies scholar Christine Borgman advocates for understanding data in relation to
the “knowledge infrastructure” from which they originate. As Borgman defines it, a
knowledge infrastructure is “an ecology of people, practices, technologies, institutions,
material objects, and relationships.”"! In short, it is the context that makes the data
possible.
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Open budget data about procurement and expenses from the Sdo Paulo prefecture in Brazil.
Although Brazil has some of the most progressive transparency laws on the books, the data that
are published aren’t necessarily always accessible or usable by citizens and residents. In 2013,
researcher Gisele Craveiro worked with civil society organizations to give this open budget data

more context. Images from SIGRC for the Prefecture of S&o Paulo, Brazil.
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Ironically, some of the most admirable aims and actions of the open data move-
ment have worked against the ethical urgency of providing context, however inad-
vertently. Open data describes the idea that anyone can freely access, use, modify, and
share data for any purpose. The open data movement is a loose network of organiza-
tions, governments, and individuals. It has been active in some form since the mid-
2000s, when groups like the Open Knowledge Institute were founded and campaigns
like Free Our Data from the Guardian originated to petition governments for free access
to public records.”” The goals are good ones in theory: economic development by
building apps and services on open data; faster scientific progress when researchers
share knowledge; and greater transparency for journalists, citizens, and residents to be
able to use public information to hold governments accountable. This final goal was
a major part of the framing of former US president Obama’s well-known memoran-
dum on transparency and open government.” On his very first day in office, Obama
signed a memorandum that directed government agencies to make all data open by
default." Many more countries, states, and cities have followed suit by developing
open data portals and writing open data into policy. As of 2019, seventeen coun-
tries and over fifty cities and states have adopted the International Open Data Chazr-
ter, which outlines a set of six principles guiding the publication and accessibility of
government data."

In practice, however, limited public funding for technological infrastructure
has meant that governments have prioritized the “opening up” part of open data—
publishing spreadsheets of things like license applications, arrest records, and flood
zones—but lack the capacity to provide any context about the data’s provenance, let
alone documentation that would allow the data to be made accessible and usable by the
general public. As scholar Tim Davies notes, raw data dumps might be good for starting
a conversation, but they cannot ensure engagement or accountability.'® The reality is
that many published datasets sit idle on their portals, awaiting users to undertake the
intensive work of deciphering the bureaucratic arcana that obscures their significance.
This phenomenon has been called zombie data: datasets that have been published with-
out any purpose or clear use case in mind."

Zombies might be bad for brains, but is zombie data really a problem? Wired maga-
zine editor Chris Anderson would say, emphatically, “No.” In a 2008 Wired article, “The
End of Theory,” Anderson made the now-infamous claim that “the numbers speak for
themselves.”'® His main assertion was that the advent of big data would soon allow
data scientists to conduct analyses at the scale of the entire human population, without
needing to restrict their analysis to a smaller sample. To understand his claim, you need
to understand one of the basic premises of statistics.



156 Chapter 6

Statistical inference is based on the idea of sampling: that you can infer things
about a population (or other large-scale phenomenon) by studying a random and/
or representative sample and then mapping those findings back on the population
(or phenomenon) as a whole. Say that you want to know who all of the 323 million
people in the US will vote for in the coming presidential election. You couldn't con-
tact all of them, of course, but you could call three thousand of them on the phone
and then use those results to predict how the rest of the people would likely vote.
There would also need to be some statistical modeling and theory involved, because
how do you know that those three thousand people are an accurate representation of
the whole population? This is where Anderson made his intervention: at the point at
which we have data collected on the entire population, we no longer need modeling,
or any other “theory” to first test and then prove. We can look directly at the data
themselves.

Now, you can’t write an article claiming that the basic structure of scientific inquiry
is obsolete and not expect some pushback. Anderson wrote the piece to be provoca-
tive, and sure enough, it prompted numerous responses and debates, including those
that challenge the idea that this argument is a “new” way of thinking in the first
place (e.g., in the early seventeenth century, Francis Bacon argued for a form of induc-
tive reasoning, in which the scientist gathers data, analyzes them, and only thereafter
forms a hypothesis).” One of Anderson’s major examples is Google Search. Google’s
search algorithms don’t need to have a hypothesis about why some websites have more
incoming links—other pages that link to the site—than others; they just need a way to
determine the number of links so they can use that number to determine the popular-
ity and relevance of the site in search results. We no longer need causation, Anderson
insists: “Correlation is enough.”* But what happens when the number of links is also
highly correlated with sexist, racist, and pornographic results?

The influence of racism, sexism, and colonialism is precisely what we see described
in Algorithms of Oppression, information studies scholar Safiya Umoja Noble's study of
the harmful stereotypes about Black and Latinx women perpetuated by search algo-
rithms such as Google’s. As discussed in chapter 1, Noble demonstrates that Google
Search results do not simply correlate with our racist, sexist, and colonialist society;
that society causes the racist and sexist results. More than that, Google Search reinforces
these oppressive views by ranking results according to how many other sites link to
them. The rank order, in turn, encourages users to continue to click on those same
sites. Here, correlation without context is clearly not enough because it recirculates rac-
ism and sexism and perpetuates inequality.”
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There’s another reason that context is necessary for making sense of correlation,
and it has to do with how racism, sexism, and other forces of oppression enter into
the environments in which data are collected. The next example has to do with sexual
assault and violence. If you do not want to read about these topics, you may want to
skip ahead to the next section.

In April 1986, Jeanne Clery, a student at Lehigh University, was sexually assaulted and
murdered in her dorm room. Her parents later found out that there had been thirty-
eight violent crimes at Lehigh in the prior three years, but nobody had viewed that as
important data that should be made available to parents or to the public. The Clerys
mounted a campaign to improve data collection and communication efforts related
to crimes on college campuses, and it was successful: the Jeanne Clery Act was passed
in 1990, requiring all US colleges and universities to make on-campus crime statistics
available to the public.”?

So we have an ostensibly comprehensive national dataset about an important public
topic. In 2016, three students in Catherine’s data journalism class at Emerson College—
Patrick Torphy, Michaela Halnon, and Jillian Meehan—downloaded the Clery Act data
and began to explore it, hoping to better understand the rape culture that has become
pervasive on college campuses across the United States.”® They soon became puzzled,
however. Williams College, a small, wealthy liberal arts college in rural Massachusetts,
seemed to have an epidemic of sexual assault, whereas Boston Univefsity (BU), a large
research institution in the center of the city, seemed to have strikingly few cases rela-
tive to its size and population (not to mention that several high-profile sexual assault
cases at BU had made the news in recent years).”* The students were suspicious of these
numbers, and investigated further. After comparing the Clery Act data with anony-
mous campus climate surveys (figure 6.4), consulting with experts, and interviewing
survivors, they discovered, paradoxically, that the truth was closer to the reverse of the
picture that the Clery Act data suggest. Many of the colleges with higher reported rates
of sexual assault were actually places where more institutional resources were being
devoted to support for survivors.”®

As for the colleges with lower numbers, this is also explained by context. The Clery
Act requires colleges and universities to provide annual reports of sexual assault and
other campus crimes, and there are stiff financial penalties for not reporting. But the
numbers are self-reported, and there are also strong financial incentives for colleges ot
to report.?® No college wants to tell the government—Ilet alone parents of prospective
students—that it has a high rate of sexual assault on campus. This is compounded by
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Clery report data and anonymous survey results leave ©
vastly different impressions of rape culture on college
campuses.
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Boston University surveyed its students in 2015, with a response rate of 22 percent. Nearly one in five respondents
reported experiencing some type of sexual harassment or assault during their time at Boston University, compared
to one in 2500 who reported assault in 2014.
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Emerson College surveyed its students in 2015, with a 32 percent response rate. About one in 10 respondents said
they experienced nonconsensual sexual contact on-campus during their time at Emerson, compared to one in 666
students that reported forcible sex offenses in 2014,

Figure 6.4

Data journalism students at Emerson College were skeptical of the self-reported Clery Act data
and decided to compare the Clery Act results with anonymous campus climate survey results
about nonconsensual sexual contact. Although there are data-quality issues with both data-
sets, the students assert that if institutions are providing adequate support for survivors, then
there will be less of a gap between the Clery-reported data and the proportion of students that
report nonconsensual sexual conduct. Courtesy of Patrick Torphy, Michaela Halnon, and Jillian
Meehan, 2016.
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the fact that survivors of sexual assault often do not want to come forward—because of
social stigma, the trauma of reliving their experience, or the resulting lack of social and
psychological support. Mainstream culture has taught survivors that their experiences
will not be treated with care and that they may in fact face more harm, blame, and
trauma if they do come forward.”

There are further power differentials reflected in the data when race and sexuality
are taken into account. For example, in 2014, twenty-three students filed a complaint
against Columbia University, alleging that Columbia was systematically mishandling
cases of rape and sexual violence reported by LGBTQ students. Zoe Ridolfi-Starr, the
lead student named in the complaint, told the Daily Beast, “We see complete lack of
knowledge about the specific dynamics of sexual violence in the queer community,
even from people who really should be trained in those issues.””*

Simply stated, there are imbalances of power in the data setting—to use the phrase
coined by Yanni Loukissas that we discussed in chapter 5—so we cannot take the num-
bers in the dataset at face value. Lacking this understanding of power in the collection
environment and letting the numbers “speak for themselves” would tell a story that
is not only patently false but could also be used to reward colleges that are system-
atically underreporting and creating hostile environments for survivors. Deliberately
undercounting cases of sexual assault leads to being rewarded for underreporting. And
the silence around sexual assault continues: the administration is silent, the campus
culture is silent, the dataset is silent.”

Raw Data, Cooked Data, Cooking

As demonstrated by the Emerson College students, one of the key analytical missteps
of work that lets “the numbers speak for themselves” is the premise that data are a raw
input. But as Lisa Gitelman and Virginia Jackson have memorably explained, data enter
into research projects already fully cooked—the result of a complex set of social, politi-
cal, and historical circumstances. “‘Raw data’ is an oxymoron,” they assert, just like
“jumbo shrimp.”* But there is an emerging class of “data creatives” whose very exis-
tence is premised on their ability to context-hop—that is, their ability to creatively mine
and combine data to produce new insights, as well as work across diverse domains. This
group includes data scientists, data journalists, data artists and designers, researchers,
and entrepreneurs—in short, pretty much everyone who works with data right now.
They are the strangers in the dataset that we spoke of in chapter 5.

Data’s new creative class is highly rewarded for producing work that creates new
value and insight from mining and combining conceptually unrelated datasets.
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Examples include Google’s now defunct Flu Trends project, which tried to geographi-
cally link people’s web searches for flu symptoms to actual incidences of flu.*! Or a proj-
ect of the Sun Sentinel newspaper, in Fort Lauderdale, Florida, which combined police
license plate data with electronic toll records to prove that cops were systematically and
dangerously speeding on Florida highways.** Sometimes these acts of creative synthe-
sis work out well; the Sun Sentinel won a Pulitzer for its reporting and a number of the
speeding cops were fired. But sometimes the results are not quite as straightforward.
Google Flu Trends worked well until it didn't, and subsequent research has shown that
Google searches cannot be used as 1:1 signals for actual flu phenomena because they
are susceptible to external factors, such as what the media is reporting about the flu.**

Instead of taking data at face value and looking toward future insights, data scien-
tists can first interrogate the context, limitations, and validity of the data under use.
In other words, one feminist strategy for considering context is to consider the cook-
ing process that produces “raw” data. As one example, computational social scientists
Derek Ruths and Jiirgen Pfeffer write about the limitations of using social media data
for behavioral insights: Instagram data skews young because Instagram does; Reddit
data contains far more comments by men than by women because Reddit’s overall
membership is majority men. They further show how research data acquired from
those sources are shaped by sampling because companies like Reddit and Instagram
employ proprietary methods to deliver their data to researchers, and those methods
are never disclosed.* Related research by Devin Gaffney and J. Nathan Matias took on
a popular corpus that claimed to contain “every publicly available Reddit comment.”*
Their work showed the that the supposedly complete corpus is missing at least thirty-
six million comments and twenty-eight million submissions.

Exploring and analyzing what is missing from a dataset is a powerful way to gain
insight into the cooking process—of both the data and of the phenomenon it purports
to represent. In some of Lauren’s historical work, she looks at actual cooks as they are
recorded (or not) in a corpus of thirty thousand letters written by Thomas Jefferson, as
shown in figure 6.5.% Some may already know that Jefferson is considered the nation’s
“founding foodie.”*”” But fewer know that he relied upon an enslaved kitchen staff to
prepare his famous food.*® In “The Image of Absence,” Lauren used named-entity rec-
ognition, a natural language processing technique, to identify the places in Jefferson’s
personal correspondence where he named these people and then used social network
analysis to approximate the extent of the relationships among them. The result is a
visual representation of all of the work that Jefferson’s enslaved staff put into prepar-
ing his meals but that he did not acknowledge—at least not directly—in the text of the
letters themselves.
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In “The Image of Absence” (2013), Lauren used machine learning techniques to identify the
names of the people whom Thomas Jefferson mentioned in his personal correspondence and
then visualized the relationships among them. The result demonstrates all of the work that his
enslaved staff put into preparing Jefferson’s meals but that was not directly acknowledged by Jef-
ferson himself. Visualization by Lauren F. Klein.

On an even larger scale, computer scientists and historians at Stanford University
used word embeddings—another machine learning technique—to explore gender and
ethnic stereotypes across the span of the twentieth century.* Using several large data-
sets derived from sources such as the Google Books and the New York Times, the team
showed how words like intelligent, logical, and thoughtful were strongly associated with
men until the 1960s. Since that time, however, those words have steadily increased
in association with women. The team attributed this phenomenon to the “women’s
movement in the 1960s and 1970s,” making their work an interesting example of an
attempt to quantify the impact of social movements. The paper is also notable for
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openly acknowledging how their methods, which involved looking at the adjectives
surrounding the words man and worman, limited the scope of their analysis to the gen-
der binary. Furthermore, the researchers did not try to assert that the data represent
how women and men “are,” nor did they try to “remove the bias” so that they could
develop “unbiased” applications in other domains. They saw the data as what they
are—cultural indicators of the changing face of patriarchy and racism—and interro-
gated them as such.

So, how do we produce more work like this—work that understands data as already
“cooked” and then uses that data to expose structural bias? Unfortunately for Chris
Anderson, the answer is that we need more theory, not less. Without theory, survey
designers and data analysts must rely on their intuition, supported by “common sense”
ideas about the things they are measuring and modeling. This reliance on “common
sense” leads directly down the path to bias. Take the case of GDELT. Decades of research
has demonstrated that events covered by the media are selected, framed, and shaped
by what are called “news values”: values that confirm existing images and ideologies.*’
So what is it really that GDELT is measuring? What events are happening in the world,
or what the major international news organizations are focusing their attention on?
The latter might be the most powerful story embedded in the GDELT database. But it
requires deep context and framing to draw it out.

Refusing to acknowledge context is a power play to avoid power. It's a way to assert
authoritativeness and mastery without being required to address the complexity of
what the data actually represent: the political economy of the news in the case of
GDELT, entrenched gender hierarchies and flawed reporting environments in the case
of the Clery data, and so on. But deep context and computation are not incompatible.
For example, SAFElab, a research lab at Columbia run by scholar and social worker
Desmond Patton, uses artificial intelligence to examine the ways that youth of color
navigate violence on and offline. He and a team of social work students use Twitter data
to understand and prevent gang violence in Chicago. Their data are big, and they’re
also complicated in ways that are both technical and social. The team is acutely aware
of the history of law enforcement agencies using technology to surveil Black people,
for example, and acknowledges that law enforcement continues to do so using Twitter
itself. What’s more, when Patton started his research, he ran into an even more basic
problem: “I didn’t know what young people were saying, period.”*' This was true even
though Patton himself is Black, grew up in Chicago, and worked for years in many
of these same neighborhoods. “It became really clear to me that we needed to take a
deeper approach to social media data in particular, so that we could really grasp culture,
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context and nuance, for the primary reason of not misinterpreting what's being said,”
he explains.*

Patton's approach to incorporating culture, context, and nuance took the form of
direct contact with and centering the perspectives of the youth whose behaviors his
group sought to study. Patton and doctoral student William Frey hired formerly gang-
involved youth to work on the project as domain experts. These experts coded and cat-
egorized a subset of the millions of tweets, then trained a team of social work students
to take over the coding. The process was long and not without challenges. It required
that Patton and Frey create a new “deep listening” method they call the contextual
analysis of social media to help the student coders mitigate their own bias and get closer
to the intended meaning of each tweet.* The step after that was to train a machine
learning classifier to automatically label the tweets, so that the project could categorize
all of the millions of tweets in the dataset. Says Patton, “We trained the algorithm to
think like a young African American man on the south side of Chicago.”*

This approach illustrates how context can be integrated into an artificial intelligence
project, and can be done with an attention to subjugated knowledge. This term describes
the forms of knowledge that have been pushed out of mainstream institutions and the
conversations they encourage. To explain this phenomenon, Patricia Hill Collins gives
the example of how Black women have historically turned to “music, literature, daily
conversations, and everyday behavior” as a result of being excluded from “white male-
controlled social institutions.”*® These institutions include academia, or—for a recent
example raised by sociologist Tressie McMillan Cottom—the op-ed section of the New
York Times.*® And because they circulate their knowledge in places outside of those
mainstream institutions, that knowledge is not seen or recognized by those institu-
tions: it becomes subjugated.

The idea of subjugated knowledge applies to other minoritized groups as well, includ-
ing the Black men from Chicago whom Patton sought to understand. An approach that
did not attend to this context would have resulted in significant errors. For example,
a tweet like “aint kill yo mans & ion kno ya homie” would likely have been classified
as aggressive or violent, reflecting its use of the word “kill.” But drawing on the knowl-
edge provided by the young Black men they hired for the project, Frey and Patton were
able to show that many tweets like this one were references to song lyrics, in this case
the Chicago rapper Lil Durk. In other words, these tweets are about sharing culture, not
communicating threats."

In the case of SAFElab, as with all research projects that seek to make use of subju-
gated knowledge, there is also significant human, relational infrastructure required.
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Frey and Patton have built long-term relationships with individuals and organizations
in the community they study. Indeed, Frey lives and works in the community. In addi-
tion, both Frey and Patton are trained as social workers. This is reflected in their com-
putational work, which remains guided by the social worker’s code of ethics.*® They
are using Al to broker new forms of human understanding across power differentials,
rather than using computation to replace human relationships. This kind of social
innovation often goes underappreciated in the unicorn-wizard-genius model of data
science. (For more on unicorns, see chapter 5.) As Patton says, “We had a lot of chal-
lenges with publishing papers in data science communities about this work, because it
is very clear to me that they’re slow to care about context. Not that they don't care, but
they don't see the innovation or the social justice impact that the work can have,”*
Hopefully that will change in the future, as the work of SAFElab and others demon-
strates the tremendous potential of combining social work and data science.

Communicating Context

It’s not just in the stages of data acquisition or data analysis that context matters. Con-
text also comes into play in the framing and communication of results. Let’s imagine
a scenario. In this case, you are a data journalist, and your editor has assigned you to
create a graphic and short story about a recent research study: “Disparities in Mental
Health Referral and Diagnosis in the New York City Jail Mental Health Service.”* This
study looks at the medical records of more than forty-five thousand first-time incar-
cerated people and finds that some groups are more likely to receive treatment, while
others are more likely to receive punishment. More specifically, white people are more
likely to receive a mental health diagnosis, while Black and Latinx people are more
likely to be placed in solitary confinement. The researchers attribute some of this diver-
gence to the differing diagnosis rates experienced by these groups before becoming
incarcerated, but they also attribute some of the divergence to discrimination within
the jail system. Either way, the racial and ethnic disparities are a product of structural
racism.

Consider the difference between the two graphics shown in figure 6.6. The only
variation is the title and framing of the chart.

Which one of these graphics would you create? Which one should you create? The
first—Mental Health in Jail—represents the typical way that the results of a data analy-
sis are communicated. The title appears to be neutral and free of bias. This is a graphic
about rates of mental illness diagnosis of incarcerated people broken down by race and
ethnicity. The people are referred to as inmates, the language that the study used. The
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Figure 6.6
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Two portrayals of the same data analysis. The data are from a study of people incarcerated for the
first time in NYC jails between 2011 and 2013. Graphics by Catherine D’'Ignazio. Data from Fatos
Kaba et al., “Disparities in Mental Health Referral and Diagnosis in the New York City Jail Mental

Health Service.”
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title does not mention race or ethnicity, or racism or health inequities, nor does the
title point to what the data mean. But this is where additional questions about context
come in. Are you representing only the four numbers that we see in the chart? Or are
you representing the context from which they emerged?

The study that produced these numbers contains convincing evidence that we
should distrust diagnosis numbers due to racial and ethnic discrimination. The first
chart does not simply fail to communicate that but also actively undermines that main
finding of the research. Moreover, the language used to refer to people in jail as inmates
is dehumanizing, particularly in the context of the epidemic of mass incarceration
in the United States.’! So, consider the second chart: Racism in Jail: People of Color
Less Likely to Get Mental Health Diagnosis. This title offers a frame for how to inter-
pret the numbers along the lines of the study from which they emerged. The research
study was about racial disparities, so the title and content of this chart are about racial
disparities. The people behind the numbers are people, not inmates. In addition, and
crucially, the second chart names the forces of oppression that are at work: racism
in prison.

Although naming racism may sound easy and obvious to some readers of this book,
it is important to acknowledge that fields like journalism still adhere to conventions
that resist such naming on the grounds that it is “bias” or “opinion.” John Daniszewski,
an editor at the Associated Press, epitomizes this view: “In general our policy is to try
to be neutral and precise and as accurate as we possibly can be for the given situation.
We're very cautious about throwing around accusations of our own that characterize
something as being racist. We would try to say what was done, and allow the reader to
make their own judgement.”*

Daniszewski’s statement may sound democratic (“power to the reader!”), but it’s
important to think about whose interests are served by making racism a matter of indi-
vidual opinion. For many people, racism exists as a matter of fact, as we have discussed
throughout this book. Its existence is supported by the overwhelming empirical evi-
dence that documents instances of structural racism, including wealth gaps, wage gaps,
and school segregation, as well as health inequities, as we have also discussed. Naming
these structural forces may be the most effective way to communicate broad context.
Moreovet, as the data journalist in this scenario, it is your responsibility to connect
the research question to the results and to the audience’s interpretation of the results.
Letting the numbers speak for themselves is emphatically not more ethical or more
democratic because it often leads to those numbers being misinterpreted or the results
of the study being lost. Placing numbers in context and naming racism or sexism when
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it is present in those numbers should be a requirement—mnot only for feminist data
communication, but for data communication full stop.

This counsel—to name racism, sexism, or other forces of oppression when they are
clearly present in the numbers—particularly applies to designers and data scientists
from the dominant group with respect to the issue at hand. White people, including
ourselves, the authors of this book, have a hard time naming and talking about racism.
Men have a hard time naming and talking about sexism and patriarchy. Straight people
have a hard time seeing and talking about homophobia and heteronormativity. If you
are concerned with justice in data communication, or data science more generally, we
suggest that you practice recognizing, naming, and talking about these structural forces
of oppression.*®

But our work as hypothetical anti-oppression visualization designers is not over yet.
We might have named racism as a structural force in our visualization, but there are
still two problems with the “good” visualization, and they hinge on the wording of the
subtitle: People of Color Less Likely to Get Mental Health Diagnosis. The first problem
is that this is starting to look like a deficit narrative, which we discuss in chapter 2—a
narrative that reduces a social group to negative stereotypes and fails to portray them
with creativity and agency. The second issue is that by naming racism and then talking
about people of color in the title, the graphic reinforces the idea that race is an issue
for people of color only. If we care about righting the balance of power, the choice of
words matters as much as the data under analysis. In an op-ed about the language used
to describe low-income communities, health journalist Kimberly Seals Allers affirms
this point: “We almost always use a language of deficiency, calling them disadvantaged,
under-resourced and under-everything else. ... It ignores all the richness those commu-
nities and their young people possess: the wealth of resiliency, tenacity and grit that
can turn into greatness if properly cultivated.”**

So let’s give it a third try, with the image in figure 6.7.

In this third version, we have retained the same title as the previous chart. But
instead of focusing the subtitle on what minoritized groups lack, it focuses on the
unfair advantages that are given to the dominant group. The subtitle now reads, White
People Get More Mental Health Services. This avoids propagating a deficit narrative
that reinforces negative associations and clichés. It also asserts that white people have
a race, and that they derive an unfair advantage from that race in this case.*® Finally,
the title is proposing an interpretation of the numbers that is grounded in the context
of the researchers’ conclusions on health disparities.
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Racism in Jail
White people get more mental health diagnoses
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Figure 6.7

A third portrayal of the same data, with only the framing title and subtitle changed. Source: Data
from Kaba et al., “Disparities in Mental Health Referral and Diagnosis in the New York City Jail
Mental Health Service.” Graphic by Catherine D’Ignazio. Data from Fatos Kaba et al., “Disparities
in Mental Health.”

Restoring Context

Three iterations on a single chart title might feel excessive, but it also helps to under-
score the larger point that considering context always involves some combination of
interest and time. Fortunately, there is a lot of energy around issues of context right
now, and educators, journalists, librarians, computer scientists, and civic data publish-
ers are starting to develop more robust tools and methods for keeping context attached
to data so that it’s easier to include in the end result.

For example, remember figure 6.3, that confusing chart of government procure-
ments in Sdo Paulo that we discussed earlier in this chapter? Gisele Craveiro, a professor
at the University of Sdo Paulo, has created a tool called Cuidando do Meu Bairro (Caring
for My Neighborhood) to make that spending data more accessible to citizens by add-
ing additional local context to the presentation of the information.>® In the classroom,
Heather Krause, a data scientist and educator, has developed the concept of the “data
biography.”%” Prior to beginning the analysis process, Krause asks people working with
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data, particularly journalists, to write a short history of a particular dataset and answer
five basic questions: Where did it come from? Who collected it? When? How was it
collected? Why was it collected? A related but slightly more technical proposal advo-
cated by researchers at Microsoft is being called datasheets for datasets.*® Inspired by the
datasheets that accompany hardware components, computer scientist Timnit Gebru
and colleagues advocate for data publishers to create short, three- to five-page docu-
ments that accompany datasets and outline how they were created and collected, what
data might be missing, whether preprocessing was done, and how the dataset will be
maintained, as well as a discussion of legal and ethical considerations such as whether
the data collection process complies with privacy laws in the European Union.*

Another emerging practice that attempts to better situate data in context is the
development of data user guides.*® Bob Gradeck, manager of the Western Pennsylva-
nia Regional Data Center, started writing data user guides because he got the same
questions over and over again about popular datasets he was managing, like prop-
erty data and 311 resident reports in Pittsburgh. Reports Gradeck, “It took us some
time to learn tips and tricks. ... I wanted to take the stuff that was in my head and
put it out there with additional context, so other data users didn’t have to do it
from scratch.”® Data user guides are simple, written documents that each contain a
narrative portrait of a dataset. They describe, among other things, the purpose and
application of the data; the history, format, and standards; the organizational con-
text; other analyses and stories that have used the dataset; and the limitations and
ethical implications of the dataset. This is similar to the work that data journalists
are doing to compile datasets and then make them available for reuse. For example,
the Associated Press makes comprehensive national statistics about school segregation
in the United States available for purchase.”” The spreadsheets are accompanied by a
twenty-page narrative explainer about the data that includes limitations and sample
story ideas.

These developments are exciting, but there is further to go with respect to issues of
power and inequality that affect data collection environments. For example, professor
of political science Valerie Hudson has worked for decades to trace the links between
state security and the status of women. “I was interested in whether forms of oppres-
sion or subordination or violence against women were related to national, and perhaps
international, instability and conflict,” she explains. She and geographer Chad Emmett
started the project WomanStats as a modest Excel spreadsheet in 2001. It has since
grown to a large-scale web database with over a quarter of a million data points, includ-
ing over 350 variables ranging from access to health care to the prevalence of rape to
the division of domestic labor.*®
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Notably, their sources are qualitative as well as quantitative. Says Hudson, “If you
want to do research on women, you have to embrace qualitative data. There’s no two
ways about it, because the reality of women’s lives is simply not captured in quanti-
tative statistics. Absolutely not.”** At the present, WomanStats includes two types of
qualitative variables: practice variables are composed from women’s reports of their
lived experiences, and law variables are coded from the legal frameworks in a particular
country. Indeed, the WomanStats codebook is a context nerd’s dream that outlines
measurement issues and warns about the incompleteness of its own data, especially
with respect to difficult topics.® In regard to the data that records reports of rape, for
example—a topic upsetting enough to even consider, let alone contemplate its scale
and scope in an entire country—the codebook states: “CAVEAT EMPTOR! Users are
warned that this scale only reflects reported rape rates, and for many, if not most, coun-
tries, this is a completely unreliable indicator of the actual prevalence of rape within a
society!”® Instead of focusing on a single variable, users are directed to WomanStats’s
composite scales, like the Comprehensive Rape Scale, which look at reported preva-
lence in the context of laws, whether laws are enforced, reports from lived experience,
strength of taboos in that environment, and so on.

So tools and methods for providing context are being developed and piloted. And
WomanStats models how context can also include an analysis of unequal social power.
But if we zoom out of project-level experiments, what remains murky is this: Which
actors in the data ecosystem are responsible for providing context?

Is it the end users? In the case of the missing Reddit comments, we see how even
the most highly educated among us fail to verify the basic claims of their data source.
And datasheets for datasets and data user guides are great, but can we expect individual
people and small teams to conduct an in-depth background research project while
on a deadline and with a limited budget? This places unreasonable expectations and
responsibility on newcomers and is likely to lead to further high-profile cases of errors
and ethical breaches.

So is it the data publishers? In the case of GDELT, we saw how data publishers, in
their quest for research funding, overstated their capabilities and didn’t document the
limitations of their data. The Reddit comments were a little different: the dataset was
provided by an individual acting in good faith, but he did not verify—and probably did
not have the resources to verify-—his claim to completeness. In the case of the campus
sexual assault data, it’s the universities who are responsible for self-reporting, and they
are governed by their own bottom line.”” The government is under-resourced to verify
and document all the limitations of the data.
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Is it the data intermediaries? Intermediaries, who have also been called infomedi-
aries, might include librarians, journalists, nonprofits, educators, and other public
information professionals.®® There are strong traditions of data curation and man-
agement in library science, and librarians are often the human face of databases for
citizens and residents. But as media scholar Shannon Mattern points out, librarians
are often left out of conversations about smart cities and civic technology.® Examples
of well-curated, verified and contextualized data from journalism, like the Associated
Press database on school segregation or other datasets available in ProPublica’s data
store, are also promising.”® The nonprofit Measures for Justice provides comprehen-
sive and contextualized data on criminal justice and incarceration rates in the United
States.”! Some data intermediaries, like Civic Switchboard in Pittsburgh, are build-
ing their own local data ecosystems as a way of working toward sustainability and
resilience.”” These intermediaries who clean and contextualize the data for public use
have potential (and have fewer conflicts of interest), but sustained funding, significant
capacity-building, and professional norms-setting would need to take place to do this
at scale.

Houston, we have a public information problem. Until we invest as much in provid-
ing (and maintaining) context as we do in publishing data, we will end up with public
information resources that are subpar at best and dangerous at worst. This ends up get-
ting even more thorny as the sheer quantity of digital data complicates the verification,
provenance, and contextualization work that archivists have traditionally undertaken.
Context, and the informational infrastructure that it requires, should be a significant
focus for open data advocates, philanthropic foundations, librarians, researchers, news
organizations, and regulators in the future. Our data-driven lives depend on it.

Consider Context

The sixth principle of data feminism is to consider context. The bottom line for numbers
is that they cannot speak for themselves. In fact, those of us who work with data must
actively prevent numbers from speaking for themselves because when those numbers
derive from a data setting influenced by differentials of power, or by misaligned collec-
tion incentives (read: pretty much all data settings), and especially when the numbers
have to do with human beings or their behavior, then they run the risk not only of
being arrogantly grandiose and empirically wrong, but also of doing real harm in their
reinforcement of an unjust status quo.

The way through this predicament is by considering context, a process that includes
understanding the provenance and environment from which the data was collected,
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as well as working hard to frame context in data communication (i.e., the numbers
should not speak for themselves in charts any more than they should in spreadsheets).
It also includes analyzing social power in relation to the data setting. Which power
imbalances have led to silences in the dataset or data that is missing altogether? Who
has conflicts of interest that prevent them from being fully transparent about their
data? Whose knowledge about an issue has been subjugated, and how might we begin
to recuperate it? The energy around context, metadata, and provenance is impressive,
but until we fund context, then excellent contextual work will remain the exception
rather than the norm.





